Lattice solitons in Bose-Einstein condensates
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We systematically study the properties of lattice solitons in Bose-Einstein condensates with either attractive or repulsive atom interactions. This is done, by exactly solving the mean-field Gross-Pitaevskii equation in the presence of a periodic potential. We find new families of lattice soliton solutions that are characterized by the position of the energy eigenvalue within the associated band structure. These include lattice solitons in condensates with either attractive or repulsive atom interactions that exist in finite or semi-infinite gaps, as well as nonlinear modes that exhibit atomic population cutoffs.
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I. INTRODUCTION

In recent experiments Bose-Einstein condensates (BEC) have been successfully loaded in optical lattices [1,2] and, ever since, this field has attracted considerable attention. Subsequently, lattice effects, such as squeezed states [3], Bloch oscillations [4], Josephson-junction arrays [5], superfluid and dissipative dynamics [6], dispersion [7,8], Talbot effects [9], and Landau-Zener tunneling [10] have been experimentally demonstrated. In addition to that, several theoretical works have investigated the linear properties of such lattices [11,12].

In these experiments, carried out at ultralow temperatures, the wave function of the condensed atoms obeys a Gross-Pitaevskii equation which is mathematically equivalent to the so-called nonlinear Schrödinger equation. The optical lattice involved is created by the interference of laser beams, and the properties of the atoms are characterized by the depth and period of this optically induced potential. When the periodic potential wells are deep enough, the atom density tends to increase at the potential minima, thus creating, essentially, an array of optical traps. Because of proximity, atoms can tunnel between adjacent traps and, as a result, they become quantum mechanically coupled. In principle, if the BEC atoms are loaded on one site, the condensate is expected to disperse in time to all the other sites.

In the regime where the atomic density is high, the condensate behaves nonlinearly, giving rise to a host of different phenomena [13–19]. An interesting manifestation of the nonlinearity is the existence of self-localized BEC states or lattice solitons [13,14]. These entities are possible when the nonlinearities compensate for atom dispersion caused by intersite tunneling. These lattice solitons are characterized by the position of their eigenvalue within the $E - k$ band structure. In the case where only the first band is considered and the potentials happen to be deep enough, these self-localized states are better known as discrete solitons simply because they can be described by the tight-binding approximation. On the other hand, when the eigenenergy is located in the gap between two successive bands, these self-localized states are known as gap solitons [20,21] and, for relatively shallow potentials, are described by coupled-mode equations [22].

Here, we will use the term lattice soliton to generally describe all the families of self-localized solutions that exist inside a periodic potential (or lattice). Experimentally, discrete solitons have been first demonstrated in self-focusing arrays of nonlinear waveguides [23] etched onto an Al$_x$Ga$_{1-x}$As substrate in one dimension [24]. Recently, using optical induction techniques [25], both self-focusing and self-defocusing discrete solitons have been observed in one-dimension [26,27] and, subsequently, for the first time, in two-dimensions [28].

In general, the validity of the approximate descriptions used to describe lattice solitons depends heavily on the nature of the underlying problem. For example, the tight-binding approximation is only accurate when the wave function is highly confined into the potential minima, i.e., when the potentials are deep and well separated. In addition, it cannot account for a second band, thus, limiting its accuracy close to the edge of the first Brillouin zone. Similarly, the coupled-mode theory used to describe gap solitons is valid when the energies are close to the gap and for shallow potentials. Strictly speaking, an accurate solution can only be obtained by exactly solving the full nonlinear Schrödinger equation with a periodic potential. In Ref. [25], such lattice solitons that exist at the base and edge of the first Brillouin zone were found for both one- and two-dimensional crystals by numerically solving a saturable nonlinear Schrödinger equation. In the same work, it was also shown that the discrete model fails to predict the transport properties of lattice (gap) solitons at the edge of the first Brillouin zone. In an interesting work, Mandelik et al. [29] demonstrated the existence of nonlinear Floquet-Bloch modes in nonlinear waveguide arrays. Finally, Louis et al. [30] predicted the existence of families of spatially localized matter-wave gap solitons and analyzed their stability.

Here, we use a general approach to identify lattice solitons in BEC with both attractive and repulsive atomic interactions. Our analysis is based on the solution of the mean-field nonlinear Schrödinger equation with a periodic potential. Such a model was first used in Ref. [25] to identify lattice soliton solutions in saturable media. Two types of lattice solitons were found in that paper: self-focusing discrete solitons, residing on the semi-infinite band gap as well as self-defocusing lattice solitons with eigenvalues in the first band gap. In Ref. [30] the families of these lattice solitons (i.e., gap modes for repulsive condensates and lattice soliton on the semi-infinite band gap for attractive condensates)
were obtained and characterized according to their position inside the band structure.

In this paper we systematically study lattice solitons in Bose-Einstein condensates. New families of lattice solitons are found and classified according to their position inside the band structure. More specifically, when the eigenvalue is located in the semi-infinite gap, we show that, except from the so-called discrete solitons, other classes of nonlinear modes that exhibit atomic population cutoffs and cannot be predicted by the tight-binding approximation, can exist. When the eigenvalue lies inside a band gap, gap lattice solitons are found for repulsive as well as for attractive condensates. It is shown that close to the first band the gap modes become highly confined inside the lattice (exhibiting a cusplike behavior). Finally, we compare the results found here with those obtained from approximate procedures based on the tight-binding approximation or the coupled-mode theory.

II. BOSE-EINSTEIN CONDENSATES INSIDE A LATTICE

The evolution of the mean-field wave function $\Psi$ of a Bose-Einstein condensate in an optical trap obeys the Gross-Pitaevskii equation [31,32]

$$i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi + V(\mathbf{r}) \Psi + g |\Psi|^2 \Psi,$$  

(1)

where $\hbar$ is Planck’s constant, $m$ is the atomic mass, $g = 4\pi a_s \hbar^2/m$ is the nonlinear coefficient that takes into account the mean field produced by the other bosons, and $a_s$ is the s-wave scattering length. In Eq. (1),

$$V(\mathbf{r}) = E_0 \sin^2 \left( \frac{\pi x}{L} \right) + \frac{1}{2} m \left[ \omega_x^2 x^2 + \omega_y^2 (y^2 + z^2) \right]$$  

(2)

describes both the trap potential and that arising from the periodic, optically induced, interference pattern. In Eq. (2), $\omega_x$ and $\omega_y$ are the trap frequencies, $L$ is the lattice period, $m$ is the mass of the atoms, and $E_0$ is the potential depth (usually measured with respect to the recoil energy). The trap is elongated along the $x$ direction (i.e., $\omega_x \gg \omega_y$). If we express the wave function as $\Psi(x,y,z,t) = U(x) V(y,z) \psi(x,t)$, and decompose the potential as $V(x,y,z) = V_x(x) + V_\perp (y,z)$, then, due to the high confinement in the $y$-$z$ plane, $U$ approximately satisfies

$$-\frac{\hbar^2}{2m} \nabla_x^2 U + \frac{1}{2} m \omega_x^2 \rho^2 U = E_\perp U.$$  

(3)

Equation (3) can be solved analytically and its first (zero-node) eigenfunction is given by

$$U = \sqrt{\frac{m \omega_x}{\pi \hbar}} \exp \left[ -\frac{m \omega_x}{2\hbar} (y^2 + z^2) \right].$$  

(4)

with an eigenvalue $E_\perp = \hbar \omega_\perp$. By integrating in the $y$-$z$ plane, applying the transformation $\psi \rightarrow \psi \exp(-i\omega_\perp t)$, and assuming that the frequency of the trap ($\omega_x$) is much bigger than the lattice frequency $2\pi/L$, one can obtain

$$i\hbar \frac{\partial \psi_x}{\partial t} = -\frac{\hbar^2}{2m} \psi_{xx} + E_0 \sin^2 (\pi x/L) \psi + 2\hbar \omega_\perp a_s |\psi|^2 \psi.$$  

(5)

It is more convenient to use dimensionless quantities by normalizing $T = t/T_0$, $X = x/(L/2)$, $\psi = u/L^{1/2}$, and $V_0 = E_0/L^2$, and choose $T_0 = m L^2/4\hbar$, $L = \omega_x [a_s mL^2/2\hbar$, and $E_r = 4\hbar^2/mL^2$. After these transformations,

$$\frac{i}{\hbar} \frac{\partial u}{\partial T} = -\frac{1}{2} \frac{\partial^2 u}{\partial X^2} + V_0 \sin^2 \left( \frac{\pi x}{2} \right) u + \sigma |u|^2 u,$$  

(6)

where $\sigma = \text{sgn}(a_s)$. In recent BEC experiments in lattices, $^{87}$Rb atoms were used to produce the condensate. For $^{87}$Rb atoms, $m = 1.4 \times 10^{-25}$ kg, while the $s$-scattering length $a_s = 5.77$ nm is positive, resulting in repulsive interactions. Typical values of the lattice spacing can vary between 0.4 and 1.6 $\mu$m, whereas the lattice depth (normalized to $E_r$) can be $V_0 \leq 22$. Here, we assume a lattice spacing of 1 $\mu$m and a normalized potential depth $V_0 = 10$, unless stated otherwise. Attractive nonlinearities are also possible, for example, for $^7$Li atoms ($m = 0.115 \times 10^{-25}$ kg, $a_s = -1.457$ nm). We would like to mention that Eq. (6) possesses an integral of motion,

$$N = \int_{-\infty}^{\infty} |u|^2 dX,$$  

(7)

which, physically, accounts for the conservation of the number of atoms in the condensate.

III. BAND STRUCTURE

The $E-k$ band structure of the lattice interacting with the condensate plays an important role, since it determines basic properties of the matter waves under linear conditions. To find the band structure we assume that the linear part of Eq. (6) admits solutions of the form $u = \nu \exp(-iET)$, thus obtaining the following eigenvalue problem:

$$Ev = -\frac{1}{2} \frac{\partial^2 \nu}{\partial X^2} + V_0 \sin^2 \left( \frac{\pi X}{2} \right) \nu.$$  

(8)

Over the years several methods have been developed to solve such eigenvalue problems. Here, we use the plane-wave method that provides a generic algorithm for periodic potentials [33] (see the Appendix). A typical band structure of Eq. (8) for $V_0 = 10$ and $L = 1 \mu$m is shown in Fig. 1. For values of $E$ inside the energy bands, Eq. (8) possesses periodic solutions, better known as Floquet-Bloch (FB) modes. According to Bloch’s theorem, the Floquet-Bloch modes, i.e., the eigenfunctions of Eq. (8), are characterized by their momentum $k$ inside the lattice. More specifically, a FB mode with momentum $k$ can be expressed as $u_k(X) = V_k(X) \exp(ikX)$,
where \( V_1(X) \) is a periodic function with the period of the lattice. Notice that at the base and the edge of each band \((k=0, \pi/2)\) the eigenfunctions \( u_k(X) \) are always real. In Fig. 2 such modes located at the base and the edge of the Brillouin zone are depicted for the first four bands. At the base of the Brillouin zone, and since \( \exp(ikX)=\exp[ik(X+2)] \), \( u_k \) will have the period of the lattice. At the edge of the zone, \( \exp(ikX)\) \( = -\exp[ik(X+2)] \), and thus, \( u_k \) will have period 4 (i.e., twice the period of the lattice). Particular nonlinear FB modes have been recently demonstrated in both one and two dimensions \([15-17]\). According to their momentum, these modes can be modulationally stable or unstable.

Inside the band gaps, exponentially decaying modes also exist. These modes can be obtained by using, for example, the plane-wave method, where now the lattice momentum is allowed to be complex. Approximate expressions for these modes and their rate of decay inside the first band gap can be found by keeping only the first-order resonant terms in the plane-wave expansion (see the Appendix for details) as long as the potentials are not very deep. Along these lines, one finds that the energy at the edge of the first band is \( \pi^2/8 + V_0/4 \), whereas at the edge of the second is \( \pi^2/8 + 3V_0/4 \), and thus the energy band gap is \( V_0/2 \). Furthermore, the decay rate of these modes inside the band gap is given by

\[
 k_i^2 = -2E - \frac{\pi^2}{4} + V_0 + \pi \sqrt{2E-V_0+(V_0/\pi)^2}.
\] (9)

As we will see later, Eq. (9) also describes the rate of decay of the soliton tails at eigenvalue \( E \). This should have been anticipated since the low-amplitude tails can be accurately described in the linear regime. From Eq. (9) it is easy to see that when \( E \) is close to one of the bands, \( k_i \) becomes very small and the soliton tails decay very slowly at \( \pm \infty \). The fastest decay is achieved close to the center of the band gap (when \( V_0 \) is small), and more specifically for \( E = \pi^2/8 + V_0/2 - V_0/2\pi^2 \). The decaying modes inside the band gap are then given by

\[
 v = \left[ \cos \frac{\phi}{2} \cos \frac{\pi X}{2} + \sin \frac{\phi}{2} \sin \frac{\pi X}{2} \right] e^{-k_i x},
\] (10)
Equation (11) is then solved numerically. These self-localized states are characterized by the position of their eigenenergies inside the gaps. Physically, the nonlinearity provides the potential necessary to “connect” the two exponentially decaying modes to a homoclinic orbit. We found that lattice solitons exist for both attractive and repulsive atom interactions.

A. Repulsive interactions

When the nonlinearity is repulsive, lattice solitons do not exist below the first band shown in Fig. 1. This is because the effective dispersion at the base of the first Brillouin zone is positive or normal. On the other hand, in the same regime (repulsive) lattice solitons can exist inside the band gaps of Eq. (8). We have isolated the first two families of these lattice solitons. In Fig. 3, the normalized atom number $N$ of these solutions is depicted as a function of the eigenvalue. When $E$ approaches the left edge $E_{L,j}$ of the $j$th band gap (of Fig. 3), $N$ goes to zero, whereas close to the right edge $E_{R,j}$ of the band gaps, the solutions become highly nonlinear. Qualitatively, this can be explained by looking at the effective dispersion inside the band structure. When $E$ approaches $E_{L,j}$, the dispersion is anomalous and, thus, broad (low-amplitude) lattice solitons can be supported even for small values of the nonlinearity. On the other hand, since the dispersion on the right side of each band gap is normal, a large amount of nonlinearity is required to form a lattice soliton. Considering that close to $E_{R,j}$, the tails of the solution will decay slowly, the envelope of the lattice soliton will exhibit a cusplike behavior.

In Fig. 4 typical lattice solitons in repulsive condensates are depicted. Close to the edge of the first Brillouin zone [Fig. 4(a)], the maximum atomic density $|u|^2$, as well as $N$, are very small. As we can see, the form of the soliton can be approximated by the corresponding Floquet-Bloch mode [see Fig. 2(b)] multiplied by an envelope function. This envelope is broad (occupying many lattice sites) and decay slowly at $\pm \infty$ according to Eq. (9). Going deeper inside the band gap, the solitons become more and more localized inside the lattice, and their tails can be expressed as a superposition of the Floquet-Bloch modes at the edges of the first band gap. As it can be seen in Fig. 4(b), when the eigenvalue gets close to the edge of the second Brillouin zone, the form of the soliton tails can be described by the corresponding Floquet-Bloch mode. This becomes obvious by comparing the tails of the soliton solution of Fig. 4(b) with Fig. 2(d). Furthermore, since from Eq. (9) $k_j \rightarrow 0$ when $E \rightarrow E_{R,j}$, the soliton tails decay very slowly. The behavior of the oscillations of the lattice soliton at its peak atom density is very much different from that at its tails, and cannot be described by the corresponding Floquet-Bloch mode. Physically, this happens because close to the edge of the second band the effective diffraction is mainly affected by the second band (and much less by the first band). As a result, a high degree of nonlinearity is required to support a lattice soliton (that will now have a cusplike envelope). Using similar arguments, one can describe the lattice solitons in the second band gap [Figs. 4(c) and 4(d)] (between the edge of the second and the third Brillouin zones). Similar solutions can be found inside the $n$th band gap, although the width of each band gap decreases with increasing $n$.

B. Attractive interactions

In the case of condensates with attractive interactions, we have also found the first three families of lattice solitons. In Fig. 5 the number of atoms vs the eigenvalue is depicted when $V_0 = 10$ and $L = 1 \mu m$. The first family of lattice solitons exists in the semi-infinite gap that can be found below the first band. Such solitons can exist as a result of the normal effective dispersion at the base of the first band. In this case, the band gap is semi-infinite, and thus, the form of the soliton tails can always be approximated by the FB mode at the base of the first zone multiplied by an exponentially decaying $\exp(-k_x)$ amplitude, where $k_i$ increases by going...
deeper into the gap. Thus, the solutions become narrower as the eigenvalue \( E \) decreases. In Fig. 6 such a lattice soliton is depicted. In this case (i.e., \( V_0 = 10 \) and \( L = 1 \) \( \mu \)m), there is clearly a local maximum in the atom density at each potential minimum.

Lattice solitons in attractive condensates can also exist inside the band gaps. In Fig. 7 such self-localized solutions are depicted. The properties of these solutions can be qualitatively described by using similar arguments. In contrast to the repulsive case, now \( N \) becomes small on the right side of each band gap of Fig. 5, whereas, the lattice solitons become highly nonlinear on the left side of each gap. Close to the edge of the second Brillouin zone the effective lattice dispersion is normal; the solutions become broad occupying many lattice sites, and can be approximated by the FB mode at the edge of the second Brillouin zone shown in Fig. 2(d). As the eigenvalue decreases inside the first band gap, the Floquet-Bloch modes become mixed and the lattice soliton becomes more localized inside the lattice. Finally, close to the edge of the first band, the effective diffraction becomes anomalous and a highly nonlinear, cusplike mode is required to support a lattice soliton [Fig. 7(a)]. Figures 7(c) and 7(d) show typical lattice solitons in the second band gap with eigenvalues close to the base of the second and the third bands, respectively.

**FIG. 5.** Number of atoms, \( N \), as a function of the eigenvalue \( E \), for attractive atom interactions. Regions I, III, and V correspond to the semi-infinite gap and the first two band gaps, whereas the shaded regions II and IV depict the first two bands, respectively.

**FIG. 6.** A typical form of a lattice soliton (solid curve) in attractive condensates with eigenvalue in the gap below the first band for \( V_0 = 10 \) and \( L = 1 \) \( \mu \)m. The dotted curve represents the periodic lattice potential \( V \).

**FIG. 7.** Lattice solitons (solid curves) for attractive atom interactions when \( V_0 = 10 \) and \( L = 1 \) \( \mu \)m. The first (second) row depicts lattice solitons in the first (second) band, whereas the left (right) column corresponds to the left (right) edge of each band gap in Fig. 5. The dotted curves represent the periodic lattice potential \( V \).

**FIG. 8.** Number of atoms, \( N \), as a function of the eigenvalue \( E \) for the first three even lattice solitons with a cutoff. The vertical shaded area shows the width of the first Brillouin zone. Branches I–III correspond to the first three modes, respectively.

**C. Nonlinear modes with a cutoff**

The families of lattice solitons previously described have a common property. In one limit (close to one band) the number of atoms \( (N) \) approaches zero, whereas in the other limit (close to the second band or for very small values of \( E \) when the gap is semi-infinite), these solitons become highly nonlinear. Except these families, we were able to isolate additional families that represent new types of nonlinear modes with atomic population cutoffs, i.e., the number of atoms \( (N) \) never goes to zero, but, instead, exhibits a threshold value \( N_0 \). These modes can either exist in the semi-infinite gap or inside finite band gaps. The existence of this type of lattice solitons can be qualitatively understood as follows. The nonlinearity is responsible for an effective potential \( |u|^2 \) that modifies the lattice potential that the atoms experience. After a certain threshold additional bound modes form, which, in turn, allow additional higher order lattice solitons in the array. In Fig. 8 the \( N-E \) diagram of the three first nonlinear odd modes with eigenvalues inside the semi-infinite band gap is...
shown. Typical odd soliton profiles are depicted in Fig. 9. Note that in these solutions the eigenfunction goes to zero and has two peaks at the center site—a behavior that cannot be accounted within the tight-binding approximation. Even nonlinear modes with a cutoff are also shown in Fig. 10. We would like to mention that this type of nonlinear lattice solitons with a cutoff cannot be predicted by the tight-binding approximation because the original expansion is not complete, accounting only for solutions localized in the lattice minima.

D. Stability

We have performed a series of numerical simulations to test the stability of these solutions. A random perturbation was added to the exact solution at \( T = 0 \) to make sure that all the linear perturbation eigenmodes are exited. Using a split-step Fourier method, we numerically solve Eq. (6) and monitor the time evolution of the BEC lattice soliton. We have found that the lattice soliton that resides below the first band is always stable (i.e., the atom density \( |u|^2 \) does not change with \( T \)). The solitons that reside in the band gaps can be either stable or unstable depending on their eigenenergies. In general, we found that the lattice solitons are stable in a region close to the band, which allows broad lattice soliton solutions. Going deeper into the band gap, the solutions become narrower, and after a certain threshold they become unstable. In Fig. 11, typical evolution of lattice solitons with eigenenergies in the second band gap are depicted for \( ^{87}\text{Rb} \) condensates. Both eigenenergies reside in the second band gap of the dispersion curve.

\[
i \frac{\partial u}{\partial T} = \frac{1}{2} \frac{\partial^2 u}{\partial X^2} + F(x)u + \sigma |u|^2u, \tag{12}\]

where, for the description of optically induced lattices in Bose-Einstein condensates, \( F(x) = V_0 \sin^2(\pi X/2D) \), and \( D \) is the period of the lattice.

A. Tight-binding approximation

The tight-binding approximation [34] is extensively used to describe solitons in periodic lattices. It provides a simplified model that can provide accurate results when the original assumptions are valid. Here, we compare this model with the mean-field equation and present necessary conditions for the regimes of its validity.

We first assume that the Floquet-Bloch modes \( \psi \) are highly confined into the lattice. This basic assumption in the tight-binding approximation implies that only the first band of the complete band structure is considered and allows the decomposition of the wave function \( u \) into a sum of local modes, \( \phi_n \). Each of these local modes corresponds to the lowest order linear eigenfunction of each potential in isolation, which is located at the minimum of the \( n \)th potential well. Thus, \( \phi \) satisfies the linear eigenvalue problem,
where \( F_0(X) \) is given by \( F_0(X) = V_0 \sin^2(\pi X/2D) \) when \( |X| < 1 \), \( F_0(X) = V_0 \) for \( |X| > 1 \), and \( E \) is the corresponding eigenvalue. An alternative base can be that of a Wannier function [35]. Using \( \phi \) as the building element of the expansion, one can write

\[
u(x,t) = \sum_n c_n(T) \phi_n(X) \exp(-iET),
\]

where \( \phi_n(X) = \phi(X-nD) \). We substitute Eq. (14) into Eq. (12), multiply with \( \phi_m \), and integrate over \( x \). The resulting equation reads

\[
i \sum_n \langle \phi_m | \phi_n \rangle \dot{c}_n + E \sum_{n \neq m} \langle \phi_m | \phi_n \rangle c_n
\]

\[
= -\frac{1}{2} \sum_{n \neq m} \langle \phi_m | \phi_n \rangle c_n + \sigma \sum_n \langle \phi_m | \phi_n \rangle^2 c_n
\]

\[
+ \langle \phi_m | \Delta F_m(X) \phi_n \rangle c_n + \sum_{n \neq m} \langle \phi_m | F(X) \phi_n \rangle c_n,
\]

where we made use of the Dirac notation, \( \langle \phi_m | \phi_n \rangle = \int \phi_m^* \phi_n dX \), \( \Delta F_m = F(X) - F_0(X - Dm) \), and \( \phi_{mX} = \partial \phi_m / \partial X \). Each eigenfunction of Eq. (13), which belongs in the discrete spectrum, decays exponentially outside the potential with a rate of decay equal to \( k_i^2 = 2(V_0 - E) \). Thus, the coupling between second neighbors will be much smaller compared to the first-order coupling. Notice that the tight-binding approximation is valid when \( k_i^2 > 1 \), and so

\[\langle \phi_m | \phi_{(m \pm 1)XX} \rangle \approx k_i^2 \langle \phi_m | \phi_{m \pm 1} \rangle \approx \langle \phi_m | \phi_{m \pm 1} \rangle.\]

Then, normalizing \( \phi_n \) such that \( \langle \phi_n | \phi_n \rangle = 1 \), Eq. (15) becomes

\[i c_n \approx V c_n - \kappa(c_{n+1} + c_{n-1}) + \gamma |c_n|^2 c_n,\]

which is the usual form of the tight-binding approximation. Equation (17) is in agreement with the results obtained in Ref. [13]. In Eq. (17), \( V = (1/2) \langle \phi_m | \phi_{mXX} \rangle + \langle \phi_m | \Delta F_m(X) \phi_m \rangle \) is a shift in the eigenvalue due to the perturbation in the original potential, \( \kappa = (1/2) \langle \phi_m | \phi_{(m \pm 1)XX} \rangle + \langle \phi_m | F(X) \phi_{m \pm 1} \rangle \) is the coupling coefficient between adjacent wells, and \( \gamma = \sigma \langle \phi_m | \phi_m^2 \rangle \) is the effective nonlinearity. Equation (17) is known as the discrete nonlinear Schrödinger equation (DNLS). It is instructive to discuss the regime where the approximation applies.

In the tight-binding model it is assumed that the atom density is highly confined into each potential minimum that, in turn, implies that the potentials have to be deep enough. It is in this regime that the Floquet-Bloch modes of the first band can be described by the discrete model. On the other hand, if the potentials are deep, they might also have more modes (discrete eigenfunctions) that are not accounted (only the zero-node mode is considered).

Nonlinear corrections are not considered in the form of the eigenmodes of Eq. (13). These corrections become significant in the case of a high-density condensate.

Higher order bands are not taken into account. As a result, in the tight-binding description, the in-phase lattice solitons in attractive condensates and the \( \pi \) out-of-phase lattice solitons in repulsive condensates share exactly the same properties in the DNLS lattice [using the transformation \( c_n \rightarrow (-1)^n c_n \) along with \( T \rightarrow -T \). The \( \pi \) out-of-phase solution transforms into the in-phase mode], such that, for example, they both exist in a semi-infinite band gap. In the focusing regime (when the condensate is attractive), lattice solitons do exist in a semi-infinite band gap. However, in the defocusing regime (i.e., when the condensate is repulsive) lattice solitons can be found in the finite band gap between the first and the second band, and thus, the eigenvalue is located in a bounded domain. This has several implications. As the eigenvalue increases inside the band gap, the Floquet-Bloch modes become mixed, and thus Eq. (14) fails to describe the form of the solution. This is why the rate of decay of the soliton tails, \( E = 2 \kappa \cosh(k) \), does not globally agree with Eq. (9).

In expansion (14), \( \phi_n \) is always in phase (with zero phase difference along \( x \)). On the other hand, in a periodic lattice the phase varies continuously along \( x \). As a consequence, it was shown in Ref. [25] that the lattice solitons exhibit transport anomalies that depend on their initial momentum within the Brillouin zone as compared with the tight-binding model.

Finally, different types of solutions [such as those shown in Figs. 9 and 10], do not have equivalence in the tight-binding description, due to the constraints of the original expansion (14).

### B. Coupled-mode theory

Wave propagation close to a gap resonance of a periodically modulated lattice has been studied extensively using coupled-mode theory. According to the coupled-mode description, the wave function \( u \) is expanded in Fourier modes as

\[u = \sum_n u_n \exp[-iET + iKnX],\]

where \( k = \pi/2D \). Assuming that the potential is relatively shallow, only the \( n = \pm 1 \) terms of Eq. (18) are important, and thus, \( u \) can be expanded into a forward and a backward wave,

\[u = u_f \exp[-i(ET - kX)] + u_b \exp[-i(ET + kX)].\]

Substituting Eq. (19) into Eq. (12), keeping the terms that resonate at the edge of first Brillouin zone (first band gap), and assuming that the material dispersion is small (broad solutions), results into the coupled-mode equations [22].
where \( E = V_0/2 + (\pi/2D)^2 \), \( c = \pi/D \), and \( \kappa = V_0/4 \). We would like to mention that, due to that the sinusoidal form of the potential of the optically induced lattice and the expansion into one forward and one backward wave, coupled-mode theory can only be applied in the first band gap. The dispersion relation of Eqs. (20) and (21) can be obtained by assuming plane-wave solutions of the form \( u_{f,b} = e^{i\lambda x} \), and is given by \( \lambda^2 = (\omega^2 - \kappa^2)/c^2 \). Notice that gap solitons that reside outside the edge of the Brillouin zone can also be considered by Eqs. (20) and (21) by assuming an additional phase tilt between the forward and the backward wave.

Clearly, the original expansion (19) in the coupled-mode equation is accurate as long as higher order terms excluded from Eq. (18) are not very important. This is true when the potentials are relatively shallow, and thus, Eq. (19) represents the Floquet-Bloch modes inside the band gap (see the Appendix). On the other hand, when the potential is deep, higher order terms of expansion (18) become important and can no longer be ignored. Higher order corrections to the coupled-mode equation have also been studied in the literature [36]. However, the resulting equations become rather cumbersome even by considering first-order corrections.

Finally, the linear dispersion relation of Eqs. (20) and (21) is hyperbolic and centered at the edge of the first Brillouin zone, whereas, the dispersion curve of Eq. (12) (outside the band gaps) is periodic in \( k \). As a result, the coupled-mode equations can be applied in the regime where this hyperbolic approximation is accurate.

### VI. CONCLUSIONS

We have systematically studied the properties of lattice solitons in Bose-Einstein condensates with either attractive or repulsive atom interactions. This was done by exactly solving the mean-field Gross-Pitaevskii equation in the presence of a periodic potential. We have found other families of lattice soliton solutions, which are characterized by the position of the energy eigenvalue within the associated band structure. These include lattice solitons in attractive and repulsive condensates that exist in finite or semi-infinite gaps as well as nonlinear modes that exhibit atomic population cutoffs.

### APPENDIX: PLANE-WAVE METHODS

The eigenvalue problem of Eq. (8) can be written as

\[
E \psi = -\frac{1}{2} \nabla^2 \psi + F(x) \psi,
\]

where \( F(x) \) is a periodic potential with period \( D \). To solve Eq. (A1), we make use of the periodicity of the potential and expand it as

\[
F(X) = \sum_n U_n \exp(iG_nX),
\]

where \( G_n = 2\pi n/D \) are the reciprocal lattice vectors. Assuming that the lattice is finite, and using periodic boundary conditions, we can expand the solution \( F(X) \) as

\[
v = \sum_n C_n \exp(ik_nX),
\]

where \( k_n = 2\pi n/a \), and \( a \) is the length of the lattice. After these substitutions, Eq. (A1) reduces to

\[
\left( k^2 - E \right) C_k + \sum_n C_{k-G} U_n \delta_{G} = 0.
\]

Solving Eq. (A4) the band structure and the corresponding Floquet-Bloch modes can be computed. The accuracy of the method depends on the number of plane waves considered in the expansion, as well as on the form and the depth of the potential. In Bose-Einstein condensates, the potential (created by the interference of laser beams, is given by \( F(X) = V_0 \sin^2(\pi X/D) \)). In this case, only three coefficients of Eq. (A2) will be nonzero, namely, \( U_0 = V_0/2 \) and \( U_{G_1} = U_{-G_1} = -V_0/4 \). Thus, when the potential is relatively shallow, the defect modes between the first and the second bands can be accurately described by keeping only two terms of the expansion,

\[
\left( k^2 - U_0 - E \right) C_k + U_{G_1} C_{k-G_1} = 0,
\]

\[
\left( (k-G_1)^2 - U_0 - E \right) C_{k-G_1} + U_0 C_k = 0.
\]

Inside the first band gap, the lattice momentum will, in general, be complex, \( k = \pi D + ik_f \). The resulting compatibility condition of Eqs. (A5) and (A6) reads

\[
\left( 1 \frac{\pi}{D} \right)^2 + \frac{V_0}{2} - \frac{k_f^2}{2} = \left( 1 \frac{\pi}{D} \right)^2 + \frac{V_0}{4}.
\]

By solving Eq. (A7), one can find the rate of the decay of the soliton tails,

\[
k_f^2 = -2E - \frac{\pi^2}{D^2} + \frac{2\pi}{D} \sqrt{2E - V_0 + (DV_0/2\pi)^2}.
\]
where

\[ \phi = \arctan(\beta/\alpha) \]  

and \( \alpha = \pi^2/2D^2 + V_0/2 - k_i^2/2 - E \), \( \beta = k_i\pi/D \). The Floquet-Bloch modes at the edge of the first and the beginning of the second Brillouin zone (denoted by \( v_{-} \)) can be found by setting \( E \rightarrow \pi^2/2D^2 + V_0/4 \) or \( E \rightarrow \pi^2/2D^2 + 3V_0/4, k_i^2 \rightarrow 0 \), and taking into account that \( \phi \) is a continuous function. In these two limits, \( \phi \rightarrow 0, \pi \), and the Floquet-Bloch mode are given by

\[ v_{-} = \cos(\pi X/D), \quad v_{+} = \sin(\pi X/D). \]  

Equation (A9) can then be written as a linear superposition of the Floquet-Bloch mode \( v_{-}(X) \),

\[ v = \left[ v_{-}(X)\cos\frac{\phi}{2} + v_{+}(X)\sin\frac{\phi}{2} \right] e^{-k_iX}. \]  

As \( E \) increases inside the band gap, \( \phi \) also increases from 0 to \( \pi \), and the form of the corresponding defect mode is directly affected by the position of the eigenvalue inside the band gap. More specifically, when the eigenvalue is close to the first (second) band, the periodic modulations will have a cosinusoidal (sinusoidal) form, whereas, in between they will be mixed with coefficients that are determined by the position of the eigenvalue inside the band gap.